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Chapter 1GNU general publi
 li
enseVersion 2, June 1991Copyright 

 1989, 1991 Free Software Foundation, In
.675 Mass Ave, Cambridge, MA 02139, USAEveryone is permitted to 
opy and distribute verbatim 
opiesof this li
ense do
ument, but 
hanging it is not allowed.1.1 PreambleThe li
enses for most software are designed to take away your freedom toshare and 
hange it. By 
ontrast, the GNU General Publi
 Li
ense is in-tended to guarantee your freedom to share and 
hange free software{to makesure the software is free for all its users. This General Publi
 Li
ense appliesto most of the Free Software Foundation's software and to any other programwhose authors 
ommit to using it. (Some other Free Software Foundationsoftware is 
overed by the GNU Library General Publi
 Li
ense instead.)You 
an apply it to your programs, too.When we speak of free software, we are referring to freedom, not pri
e.Our General Publi
 Li
enses are designed to make sure that you have thefreedom to distribute 
opies of free software (and 
harge for this servi
e ifyou wish), that you re
eive sour
e 
ode or 
an get it if you want it, that you
an 
hange the software or use pie
es of it in new free programs; and thatyou know you 
an do these things.To prote
t your rights, we need to make restri
tions that forbid anyone todeny you these rights or to ask you to surrender the rights. These restri
tionstranslate to 
ertain responsibilities for you if you distribute 
opies of thesoftware, or if you modify it. 9



10 CHAPTER 1. GNU GENERAL PUBLIC LICENSEFor example, if you distribute 
opies of su
h a program, whether gratisor for a fee, you must give the re
ipients all the rights that you have. Youmust make sure that they, too, re
eive or 
an get the sour
e 
ode. And youmust show them these terms so they know their rights.We prote
t your rights with two steps: (1) 
opyright the software, and(2) o�er you this li
ense whi
h gives you legal permission to 
opy, distributeand/or modify the software.Also, for ea
h author's prote
tion and ours, we want to make 
ertain thateveryone understands that there is no warranty for this free software. If thesoftware is modi�ed by someone else and passed on, we want its re
ipients toknow that what they have is not the original, so that any problems introdu
edby others will not re
e
t on the original authors' reputations.Finally, any free program is threatened 
onstantly by software patents.We wish to avoid the danger that redistributors of a free program will in-dividually obtain patent li
enses, in e�e
t making the program proprietary.To prevent this, we have made it 
lear that any patent must be li
ensed foreveryone's free use or not li
ensed at all.The pre
ise terms and 
onditions for 
opying, distribution and modi�
a-tion follow.1.2 Terms and 
onditions0. This Li
ense applies to any program or other work whi
h 
ontains anoti
e pla
ed by the 
opyright holder saying it may be distributed un-der the terms of this General Publi
 Li
ense. The "Program", below,refers to any su
h program or work, and a "work based on the Pro-gram" means either the Program or any derivative work under 
opy-right law: that is to say, a work 
ontaining the Program or a portionof it, either verbatim or with modi�
ations and/or translated into an-other language. (Hereinafter, translation is in
luded without limitationin the term "modi�
ation".) Ea
h li
ensee is addressed as "you".A
tivities other than 
opying, distribution and modi�
ation are not
overed by this Li
ense; they are outside its s
ope. The a
t of runningthe Program is not restri
ted, and the output from the Program is
overed only if its 
ontents 
onstitute a work based on the Program(independent of having been made by running the Program). Whetherthat is true depends on what the Program does.1. You may 
opy and distribute verbatim 
opies of the Program's sour
e
ode as you re
eive it, in any medium, provided that you 
onspi
uously



1.2. TERMS AND CONDITIONS 11and appropriately publish on ea
h 
opy an appropriate 
opyright noti
eand dis
laimer of warranty; keep inta
t all the noti
es that refer tothis Li
ense and to the absen
e of any warranty; and give any otherre
ipients of the Program a 
opy of this Li
ense along with the Program.You may 
harge a fee for the physi
al a
t of transferring a 
opy, andyou may at your option o�er warranty prote
tion in ex
hange for a fee.2. You may modify your 
opy or 
opies of the Program or any portion ofit, thus forming a work based on the Program, and 
opy and distributesu
h modi�
ations or work under the terms of Se
tion 1 above, providedthat you also meet all of these 
onditions:(a) You must 
ause the modi�ed �les to 
arry prominent noti
es stat-ing that you 
hanged the �les and the date of any 
hange.(b) You must 
ause any work that you distribute or publish, that inwhole or in part 
ontains or is derived from the Program or anypart thereof, to be li
ensed as a whole at no 
harge to all thirdparties under the terms of this Li
ense.(
) If the modi�ed program normally reads 
ommands intera
tivelywhen run, you must 
ause it, when started running for su
h in-tera
tive use in the most ordinary way, to print or display anannoun
ement in
luding an appropriate 
opyright noti
e and anoti
e that there is no warranty (or else, saying that you providea warranty) and that users may redistribute the program underthese 
onditions, and telling the user how to view a 
opy of thisLi
ense. (Ex
eption: if the Program itself is intera
tive but doesnot normally print su
h an announ
ement, your work based onthe Program is not required to print an announ
ement.)These requirements apply to the modi�ed work as a whole. If iden-ti�able se
tions of that work are not derived from the Program, and
an be reasonably 
onsidered independent and separate works in them-selves, then this Li
ense, and its terms, do not apply to those se
tionswhen you distribute them as separate works. But when you distributethe same se
tions as part of a whole whi
h is a work based on theProgram, the distribution of the whole must be on the terms of this Li-
ense, whose permissions for other li
ensees extend to the entire whole,and thus to ea
h and every part regardless of who wrote it.Thus, it is not the intent of this se
tion to 
laim rights or 
ontest yourrights to work written entirely by you; rather, the intent is to exer
ise



12 CHAPTER 1. GNU GENERAL PUBLIC LICENSEthe right to 
ontrol the distribution of derivative or 
olle
tive worksbased on the Program.In addition, mere aggregation of another work not based on the Pro-gram with the Program (or with a work based on the Program) on avolume of a storage or distribution medium does not bring the otherwork under the s
ope of this Li
ense.3. You may 
opy and distribute the Program (or a work based on it, underSe
tion 2) in obje
t 
ode or exe
utable form under the terms of Se
tions1 and 2 above provided that you also do one of the following:(a) A

ompany it with the 
omplete 
orresponding ma
hine-readablesour
e 
ode, whi
h must be distributed under the terms of Se
-tions 1 and 2 above on a medium 
ustomarily used for softwareinter
hange; or,(b) A

ompany it with a written o�er, valid for at least three years, togive any third party, for a 
harge no more than your 
ost of physi-
ally performing sour
e distribution, a 
omplete ma
hine-readable
opy of the 
orresponding sour
e 
ode, to be distributed under theterms of Se
tions 1 and 2 above on a medium 
ustomarily usedfor software inter
hange; or,(
) A

ompany it with the information you re
eived as to the o�er todistribute 
orresponding sour
e 
ode. (This alternative is allowedonly for non
ommer
ial distribution and only if you re
eived theprogram in obje
t 
ode or exe
utable form with su
h an o�er, ina

ord with Subse
tion b above.)The sour
e 
ode for a work means the preferred form of the work formaking modi�
ations to it. For an exe
utable work, 
omplete sour
e
ode means all the sour
e 
ode for all modules it 
ontains, plus anyasso
iated interfa
e de�nition �les, plus the s
ripts used to 
ontrol
ompilation and installation of the exe
utable. However, as a spe
ialex
eption, the sour
e 
ode distributed need not in
lude anything thatis normally distributed (in either sour
e or binary form) with the major
omponents (
ompiler, kernel, and so on) of the operating system onwhi
h the exe
utable runs, unless that 
omponent itself a

ompaniesthe exe
utable.If distribution of exe
utable or obje
t 
ode is made by o�ering a

essto 
opy from a designated pla
e, then o�ering equivalent a

ess to 
opythe sour
e 
ode from the same pla
e 
ounts as distribution of the sour
e



1.2. TERMS AND CONDITIONS 13
ode, even though third parties are not 
ompelled to 
opy the sour
ealong with the obje
t 
ode.4. You may not 
opy, modify, subli
ense, or distribute the Program ex-
ept as expressly provided under this Li
ense. Any attempt otherwiseto 
opy, modify, subli
ense or distribute the Program is void, and willautomati
ally terminate your rights under this Li
ense. However, par-ties who have re
eived 
opies, or rights, from you under this Li
ensewill not have their li
enses terminated so long as su
h parties remainin full 
omplian
e.5. You are not required to a

ept this Li
ense, sin
e you have not signed it.However, nothing else grants you permission to modify or distribute theProgram or its derivative works. These a
tions are prohibited by law ifyou do not a

ept this Li
ense. Therefore, by modifying or distributingthe Program (or any work based on the Program), you indi
ate youra

eptan
e of this Li
ense to do so, and all its terms and 
onditions for
opying, distributing or modifying the Program or works based on it.6. Ea
h time you redistribute the Program (or any work based on theProgram), the re
ipient automati
ally re
eives a li
ense from the origi-nal li
ensor to 
opy, distribute or modify the Program subje
t to theseterms and 
onditions. You may not impose any further restri
tionson the re
ipients' exer
ise of the rights granted herein. You are notresponsible for enfor
ing 
omplian
e by third parties to this Li
ense.7. If, as a 
onsequen
e of a 
ourt judgment or allegation of patent infringe-ment or for any other reason (not limited to patent issues), 
onditionsare imposed on you (whether by 
ourt order, agreement or otherwise)that 
ontradi
t the 
onditions of this Li
ense, they do not ex
use youfrom the 
onditions of this Li
ense. If you 
annot distribute so asto satisfy simultaneously your obligations under this Li
ense and anyother pertinent obligations, then as a 
onsequen
e you may not dis-tribute the Program at all. For example, if a patent li
ense would notpermit royalty-free redistribution of the Program by all those who re-
eive 
opies dire
tly or indire
tly through you, then the only way you
ould satisfy both it and this Li
ense would be to refrain entirely fromdistribution of the Program.If any portion of this se
tion is held invalid or unenfor
eable under anyparti
ular 
ir
umstan
e, the balan
e of the se
tion is intended to applyand the se
tion as a whole is intended to apply in other 
ir
umstan
es.



14 CHAPTER 1. GNU GENERAL PUBLIC LICENSEIt is not the purpose of this se
tion to indu
e you to infringe any patentsor other property right 
laims or to 
ontest validity of any su
h 
laims;this se
tion has the sole purpose of prote
ting the integrity of the freesoftware distribution system, whi
h is implemented by publi
 li
ensepra
ti
es. Many people have made generous 
ontributions to the widerange of software distributed through that system in relian
e on 
onsis-tent appli
ation of that system; it is up to the author/donor to de
ideif he or she is willing to distribute software through any other systemand a li
ensee 
annot impose that 
hoi
e.This se
tion is intended to make thoroughly 
lear what is believed tobe a 
onsequen
e of the rest of this Li
ense.8. If the distribution and/or use of the Program is restri
ted in 
ertain
ountries either by patents or by 
opyrighted interfa
es, the original
opyright holder who pla
es the Program under this Li
ense may add anexpli
it geographi
al distribution limitation ex
luding those 
ountries,so that distribution is permitted only in or among 
ountries not thusex
luded. In su
h 
ase, this Li
ense in
orporates the limitation as ifwritten in the body of this Li
ense.9. The Free Software Foundation may publish revised and/or new versionsof the General Publi
 Li
ense from time to time. Su
h new versionswill be similar in spirit to the present version, but may di�er in detailto address new problems or 
on
erns.Ea
h version is given a distinguishing version number. If the Programspe
i�es a version number of this Li
ense whi
h applies to it and "anylater version", you have the option of following the terms and 
onditionseither of that version or of any later version published by the FreeSoftware Foundation. If the Program does not spe
ify a version numberof this Li
ense, you may 
hoose any version ever published by the FreeSoftware Foundation.10. If you wish to in
orporate parts of the Program into other free programswhose distribution 
onditions are di�erent, write to the author to askfor permission. For software whi
h is 
opyrighted by the Free SoftwareFoundation, write to the Free Software Foundation; we sometimes makeex
eptions for this. Our de
ision will be guided by the two goals ofpreserving the free status of all derivatives of our free software and ofpromoting the sharing and reuse of software generally.NO WARRANTY



1.2. TERMS AND CONDITIONS 1511. BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE,THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EX-TENT PERMITTED BYAPPLICABLE LAW. EXCEPTWHEN OTH-ERWISE STATED INWRITING THE COPYRIGHT HOLDERS AND/OROTHER PARTIES PROVIDE THE PROGRAM "AS IS" WITHOUTWARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED,INCLUDING, BUT NOT LIMITED TO, THE IMPLIEDWARRANTIESOF MERCHANTABILITY AND FITNESS FOR A PARTICULARPURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PER-FORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THEPROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OFALL NECESSARY SERVICING, REPAIR OR CORRECTION.12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW ORAGREED TO IN WRITING WILL ANY COPYRIGHT HOLDER,OR ANY OTHER PARTY WHO MAY MODIFY AND/OR REDIS-TRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LIABLETO YOU FOR DAMAGES, INCLUDING ANY GENERAL, SPE-CIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISINGOUT OF THE USE OR INABILITY TO USE THE PROGRAM (IN-CLUDING BUT NOT LIMITED TO LOSS OF DATA OR DATABEING RENDERED INACCURATE OR LOSSES SUSTAINED BYYOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAMTO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCHHOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POS-SIBILITY OF SUCH DAMAGES.END OF TERMS AND CONDITIONS
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Chapter 2Introdu
tionThis manual des
ribes the XmStat program. XmStat is a X-Windows/Motifprgram that is designed to analyse experimental data with 
ommonly usedstatisti
al pro
edures. The algorithms are based on several sour
es, in
ludingbooks on statisti
s [2, 4, 7, 10℄, 
omputer programming [3, 8, 11℄, and freelyavailable algorithms [9℄. I feel that it is ne
essary to develop su
h a programsin
e there are 
urrently no statisti
al analysis programs available for Linuxthat meet the following 
riteria:1. freely available2. easy to use3. powerful statisti
al fun
tions4. 
learly stru
tured print outs of the results5. do
umentation availableAs far as 
riteria one is 
on
erned, there exist some freely available statisti
alanalysis programs for Linux. Examples are LispStat, ViStat [13℄ or xldlas[12℄. However, they are either diÆ
ult to use or they do not o�er importantstatisti
al tests like \analysis of varian
e in
luding post-ho
 tests". Thelarge statisti
al pa
kages (SAS, SPSS, SYSTAT) that o�er nearly unlimitedstatisti
al fun
tions are not freely available. Thus, I have started to developethis program a

ording to the 
riteria mentioned above.In order to make this program a su

ess, I need the feedba
k of peoplethat have a need to 
al
ulated statisti
s on a Linux based 
omputer system.Any suggestions to improve this program are expli
itely appre
iated.
17
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Chapter 3InstallationThe statisti
s pa
kage XmStat is a X-windows/Motif program written forthe publi
 domain UNIX operating system Linux. XmStat is written inC++ and uses the LessTif widget set (a publi
 domain Motif 
lon) and theXbae widget set that provides the spreadsheet fun
tionality. Therefore, therequirements to install and run XmStat are:� IBM-
ompatible PC-AT with a 80386 (or better) mi
ropro
essor.� Linux operating system� GNU C++ 
ompiler� LessTif (tested with version 0.81) orMotif (tested with OpenMotif version 2.1.30)Motif 2.0 or higher is required. Motif 1.2 does not work.� Xbae widget set (tested with version 4.8.2)To install XmStat follow the guidline outlined below. For some of the in-stallation steps you may need root privileges. The use of an Imake�le should(theoreti
ally) make 
ompilation of the program easy on various platforms.1. Install LessTif or Motif (you have to follow the installation instru
tionsthat 
ome with these pa
kages)2. Install Xbae (you have to follow the installation instru
tions that 
omewith Xbae)3. Untar the XmStat pa
kage in the dire
tory where you put all yoursour
e 
odes (example: /usr/sr
):tar -xzvf xmstat-ver.tar.gz19



20 CHAPTER 3. INSTALLATION4. Change to the xmstat-ver/sr
 dire
tory and generate the Make�le:
d xmstat-ver/sr
xmkmf5. Compile the program:make depend; make6. As root (su root) do:make install7. Start the program from a Xterm shell:xmstat &



Chapter 4File CommandsThe 
ommands in the File menu (see Fig. 4.1) allow to handle the data �lesfor use with XmStat. Two �le formats are supported. The ASCII formatto import and export data in a format that 
an be read by nearly everyother program. In addition, a spe
ial XmStat format is also supported. Filessaved in this format in
lude information on the variable names and otherparameters.

Figure 4.1: Commands in the File menu21



22 CHAPTER 4. FILE COMMANDS4.1 Arrangement of data for XmStatArrangement of data will be explained by a simple example. Suppose youwant to perform statisti
s on the question whether women and men of di�er-ent age di�er in their intelligent quotients (IQ) and whether the test personswill obtain better IQ-s
ores if the tests are repeated on
e every week for atime period of six weeks. Suppose we have 26 test persons (14 female and12 male). The database of this study 
onsists of 156 IQ-values (26*6). Howshould these values be arranged for use with XmStat? In general, data arearranged in rows and 
olums. Observations (IQ-values from ea
h test person)are arranged in rows, while variables (IQ values of all persons on a spe
i�
week) are arranged in 
olumns. The data of this example are shown in Ta-ble 4.1 and are provided in the �les \iq.as
ii" and \iq.stat" in the examplesdire
tory. In addition, there may be variables that do not 
onsist of experi-mental data. Su
h variables (
olumns) 
ontain information as to whether anobservation (a person) belongs to a spe
i�
 group (goup of women or men,agegroup).The data in Table 4.1 are not from a real experiment. They are justbrought up as an example for XmStat.4.2 NewThis menu item 
an be used to enter new data sets from the keyboard. Letus assume we want to enter the data from Table 4.1. These data 
onsist of26 observations (subje
ts or persons) and 9 variables (6 IQ-values and onevariable for the ID-number of the person, one for the gender, and anothervariable for the agegroup). Thus, in the dialog that appears (see Fig. 4.2)we enter a number of 26 rows and 9 
olumns before we hit the OK-button.Now a spreadsheet apears with 
ells for 9 variables and 26 observations (seeFig. 4.3). We 
an use the s
rollbars to s
roll through the spreadsheet. It ispossible to 
hange the width of the 
olumns by pressing the shift-key andsimultaneously dragging the mouse with the 2nd mouse button pressed. Inorder to follow the example, we 
ould now enter the data from Table 4.1.4.3 LoadIf we don't want to enter all 156 data values manually, we 
an use the menu-item Load from the File menu and load the data from the �le \iq.stat" or\iq.as
ii" from the examples dire
tory. As mentioned above, XmStat 
an readASCII �les and spe
ial XmStat �les. The Load Data dialog (see Fig. 4.4,



4.4. SAVE 23Table 4.1: IQ values from women and men of di�erent age on six su

essivetests, ea
h one week apart.ID gender agegroup week 1 week 2 week 3 week 4 week 5 week 61 female mature 95 90 102 101 107 1102 male 
hild 110 103 104 100 103 1083 female mature 84 82 91 93 97 1004 female teen 120 124 119 129 131 1355 male senes
ent 115 108 112 113 117 1146 female teen 74 76 80 86 88 927 female 
hild 93 91 97 100 105 1128 male mature 110 112 108 105 103 1139 male senes
ent 130 123 126 132 125 12710 male mature 110 112 107 108 109 11011 female 
hild 93 92 97 103 110 11512 female senes
ent 85 89 92 91 97 10413 female 
hild 76 79 86 91 87 9814 male teen 100 102 95 97 98 9915 female mature 98 102 106 111 113 11516 male teen 91 89 95 88 87 9317 female senes
ent 77 81 85 89 91 9418 male mature 120 105 110 122 117 11619 male 
hild 113 106 105 111 107 11420 female senes
ent 90 89 96 99 103 10921 female teen 86 88 92 91 97 10222 male mature 102 99 105 95 101 9723 female mature 76 80 82 87 93 9624 male 
hild 80 85 79 75 82 8525 male teen 95 97 88 92 94 9126 female senes
ent 85 87 91 93 96 95left) allows to enter the dire
tory that 
ontains the data �les (examples) andto sele
t a �le (iq.stat). Don't forget to sele
t also the appropriate �le type(i.e. ASCII or STAT) before you hit the OK-button.4.4 SaveOn
e we have 
reated a new spreadsheet with the File New 
ommand andentered the data that we want to analyse, we may want to save the data.We 
an do this with the File Save 
ommand. The dialog that appears isshown in Fig. 4.4 (right). We need to sele
t the dire
tory in whi
h we wantto save the data �le, we need to enter a �le name and we need to 
hoose a�le type. We 
an 
hoose between the ASCII �le format and the XmStat �le
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Figure 4.2: New data set dialogformat. The ASCII �le format should be 
hosen if we want to import thedata into another program. The XmStat �le format should be preferred ifwe want to reuse the �le with the XmStat program. As mentioned earlier,the XmStat �le format also saves informations on the variable names alongwith other information.If the �le already exists, a warning will appear that reminds you that thisparti
ular �le already exists and the possibilities are o�ered to overwrite the�le or to 
an
el the save pro
ess.4.5 CloseThe File Close 
ommand 
loses the spreadsheet. The data are not savedand may be lost if you did not use the File Save 
ommand before. Thus,be 
areful when using this menu item.4.6 ExitThe File Exit menu item ends the program. If you didn't save the databefore 
li
king on this menu item, your data will be lost. There is no warningthat informs you that the data are not saved yet. Thus, think twi
e beforeexiting from the XmStat program.
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Figure 4.3: Main window after File New with 26 rows and 9 
olumns

Figure 4.4: Load Data and Save Data dialogs
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Chapter 5Edit CommandsOn
e you have entered some data manually or you have loaded a data �le,you may want to add additional obsersations or variables. Sometimes it isne
essary to delete observations or variables that are found to be unvalid forsome reasons. In addition, the names of the variables may be 
hanged fromthe default variable names that 
onsists of the pre�x \VAR" and the numberof the variable to more meaningful variable names. All these pro
edures 
anbe rea
hed from the Edit menu that is shown in Fig. 5.1.

Figure 5.1: Commands in the Edit Menu27



28 CHAPTER 5. EDIT COMMANDS5.1 Add ObservationThis menu item has a submenu (see Fig. 5.1) that allows to add new obser-vations (p.e. new subje
ts for the \inteligent quotients study") before the
urrent observation, or after the 
urrent observation, or at the end of thespreadsheet (i.e. after the last observation). Sin
e sorting of the spreadsheetmust be 
onsidered to be garbled after insertion of new observations, the sortvariables that may have been de�ned by the Utils Sort Variable menuare unsele
ted and the database is de�ned to be unsorted.5.2 Add VariableThis menu item also has a submenu that allow to add new variables (p.e.IQ-values for a seventh week) before the 
urrent variable, or after the 
urrentvariable, or at the end of the spreadsheet (i.e. after the last variable).5.3 Copy ObservationThis menu item allows to 
opy the 
urrent observation. A 
opy of the 
ur-rent observation is inserted to the spreadsheet at the position following the
urrent row (observation). After 
opying observations, the sort variables areunsele
ted and the database is 
onsidered to be unsorted.5.4 Copy VariableThis menu item allows to 
opy the 
urrent variable. A 
opy of the 
urrentvariable is inserted to the spreadsheet at the position following the 
urrent
olumn (variable). This fun
tion is parti
ularly useful, if one-variable trans-formations should be 
al
ulated from a variable, be
ause variables from whi
hone-variable transformations are performed are repla
ed by the transforma-tion. Thus, it is useful to 
reate a 
opy of the variable �rst and then performthe one-variable transformation on the 
opy of the variable. The variablename of the 
opy is 
reated based on the original variable name and thesuÆx \ 
".5.5 Delete ObservationThis menu item simply allows to delete the observation at whi
h the 
ursoris lo
ated. At least one observation must remain in the spreadsheet. If you



5.6. DELETE VARIABLE 29want to delete all observations you may use the File Close menu item.5.6 Delete VariableThis menu item allows to delete the variable at whi
h the 
ursor is lo
ated.At least one variable must remain. If you want to delete all variables use theFile Close menu item.5.7 Change Variable NameThe Edit menu also allows to 
hange the name of the variable at whi
h the
ursor is lo
ated. A dialog box (see Fig. 5.2) will pop up that shows the
urrent variable name in a text �eld. The name 
an be 
hanged by enteringa new name in the text �eld and 
li
king on the OK-button. Please notethat it is important that all variable names di�er from ea
h other.

Figure 5.2: The Variable Name dialog5.8 Change Variable OrderThis menu item pops up a dialog box (see Fig. 5.3) with two lists. One list
ontains all variable names in the �le and the other list ist empty. If you
li
k on a variable name on the left list, the variable will be moved to thelist on the right side. By 
li
king on the variable names you 
an 
reate anew list of variable names (on the right side) that represents the new orderof the variables in the �le. The OK-button rearranges the �le a

ording tothe list on the right side, the Can
el-Button leaves everything as it is. If not



30 CHAPTER 5. EDIT COMMANDSall variable names are moved from left to right, the variables in the right listare pre
eding the variables in the left list.

Figure 5.3: The Change Variable Order dialog



Chapter 6Region CommandsThe 
ommands in this menu are operating on the data in a sele
ted re
tangle.A re
tangular area of 
ells 
an be sele
ted by pressing the �rst mouse buttonand dragging over the 
ells that should be in
luded in the marked re
tangle.The re
tangle must start in a di�erent 
ell than the 
urrently sele
ted 
ell,be
ause dragging in the 
urrent 
ell operates on the 
ontent of this parti
ular
ell. On
e a re
tangular area of 
ells is sele
ted, these 
ells 
an be 
leared bythe 
ut 
ommand, 
opied into an internal bu�er (
opy) and then pastedto a new destination. In addition, the 
ells in the re
tangular area 
an betransposed, i.e. the rows and 
olumns 
an be ex
hanged.
6.1 CutThis 
ommand 
lears the sele
ted (marked) 
ells and 
opies the 
ontent inan internal bu�er. From this bu�er, the 
leared 
ells 
an be 
opied into anew destination by the paste 
ommand.
6.2 CopyLike the 
ut 
ommand, this 
ommand 
opies the 
ontent of the sele
ted(marked) 
ells in an internal bu�er, but does not 
lear the sele
ted 
ells.Again, this bu�er 
an be 
opied into a new destination by the paste 
om-mand. 31



32 CHAPTER 6. REGION COMMANDS6.3 PasteThe paste 
ommand allows to 
opy the 
ontent of the internal bu�er to a
ertain position. At the position of the 
urrent 
ell, the upper left 
orner ofthe re
tangle that had been transfered into the internal bu�er by the 
ut or
opy 
ommand will be lo
ated.6.4 TransposeThe transpose 
ommand allows to ex
hange the rows and 
olumns in themarked re
tangle. This re
tangle must 
onsist of the same number of rowsand 
olumns.



Chapter 7Utils CommandsThe 
ommands in this menu (see Fig. 7.1) are intended to sele
t variables thatde�ne subgroups for the 
al
ulations and to sele
t the dependent variablesfrom whi
h statisti
s should be 
al
ulated. In addition, transformations 
anbe performed on the values in the variables by theUtils Transformationsmenu item.

Figure 7.1: Commands in the Utils menu33



34 CHAPTER 7. UTILS COMMANDS7.1 Sort VariablesSort variables are variables that de�ne subgroups of the database. A sortvariable 
an be a 
olumn of the spreadsheet that de�nes 
ertain 
hara
ter-isti
s of the subje
ts. In the database for the IQ-values from women andmen (see Table 4.1) the sort variable \gender" naturally has two levels, i.e.female and male. The sort variable \agegroup" that de�nes subgroups basedon the age of the subje
ts has four levels (i.e. 
hild, teen, mature, senes
ent).To de�ne sort variables just 
li
k on the variable name on the left list in theSort by Variables dialog (see Fig. 7.2). The variable will be moved tothe list of sort variables on the right side of the dialog. After 
li
king onthe OK button, the subje
ts in the spreadsheet will be rearranged a

ordingto the sort variables. Fig. 7.3 shows the spreadsheet after sorting by genderand agegroup. Note how the rows of the spreadsheet (observations) are rear-ranged. First there are all female subje
ts. The subgoup of females is furthersorted by the agegroups. Please also note that the order of the sort variablesmatter. If you 
al
ulate des
riptive statisti
s after sele
ting the sort variable\gender" you get the results of the des
riptive statisti
s separated for all fe-male and all male subje
ts of the study. If more than one sort variable aresele
ted, statisti
s are 
al
ulated for as many subgroups as the 
ombinationof all sele
ted subgroups allow.

Figure 7.2: Sort by Variables and Sele
t Dependent Variablesdialogs



7.2. DEPENDENT VARIABLES 357.2 Dependent VariablesDependent variables are the variables (
olumns) from whi
h statisti
s will be
al
ulated. You 
an easily sele
t the dependent variables by 
li
king on thevariable names on the left list of the Sele
t Dependent Variables dialog(see Fig. 7.2). The variables will be moved to the list of dependent variables.In the database from Table 4.1 you may want to sele
t the variables for theIQ values from the six weeks as dependent variables while you 
ertainly don'twant to 
al
ulate any statisti
s from the ID-numbers of the subje
ts.7.3 TransformationsTransformations 
an be performed on a single variable or on two variables.In the 
ase of single variable transformations, the 
ontent of the 
ells ofthis variable will be overwritten by the new (transformed) values. In the
ase of two variable transformations, a new variable will be 
reated for ea
htwo-variable transformation.7.3.1 One-variable transformationsTo perform a one-variable transformation, use the Utils Transforma-tions one-variable menu item. The dialog shown in Fig. 7.4 will appear.Basi
ally, this dialog 
onsists of a list widget, a �eld with radio-buttonsand two text �elds that allow to enter parameters for the transformations. Inthe list widget you 
an sele
t the variables from whi
h the transformationsshould be 
al
ulated. Keep in mind, that the values of the variables will beoverwritten by the transformed values. Use the radio-buttons to sele
t thetransformation that you want to 
al
ulate and �nally enter the values forthe paramters a and b. After 
li
king on the OK-button, the values of thesele
ted variables will be repla
ed by the transformed values.7.3.2 Two-variables transformationsTo perform two-variables transformations, use the Utils Transforma-tions two-variablesmenu item. The dialog shown in Fig. 7.5 will appear.This dialog allows to �ll a list of result variable names via a text �eldwidget. In addition, two lists of variables with the same number of variablesas the results variables list must be �lled using the add buttons. To addvariables to the 1st and 2nd variable lists, �rst highlight the variable namesin the list on the left bottom side of the dialog and press the add button under



36 CHAPTER 7. UTILS COMMANDSthe respe
tive list. To delete variables from the results variable list or thelists of the �rst and se
ond variable use the delete buttons. Finally, you haveto sele
t a transformation that should be applied to the lists of variablesby a
tivating the desired radio button. After pressing the OK-button the
al
ulation will be performed and the new result variables will be added tothe spreadsheet.
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Figure 7.3: Spreadsheet after sorting by gender and agegroup
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Figure 7.4: The one-variable transformations dialog
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Figure 7.5: The two-variable transformations dialog



40 CHAPTER 7. UTILS COMMANDS



Chapter 8Statisti
s CommandsThe Statisti
s menu o�ers a variety of statisti
al analyses tools. Thedatabase 
an be listed, des
riptive statisti
s, t-tests, and analyses of vari-an
es (ANOVAs), in
luding post-ho
 tests, 
an be 
al
ulated (Fig. 8.1).Theresults are presented in a text window that allows to edit the output manually(Fig. 8.2).

Figure 8.1: Commands in the Statisti
s menu41



42 CHAPTER 8. STATISTICS COMMANDS8.1 The results windowThe results window (Fig. 8.2) presents the results that 
an be obtained fromthe Statisti
s menu (Fig. 8.1). It features a menubar that o�ers a Fileand an Edit menu. The File menu o�ers four fun
tions (Save, Append,Print, and Close). The Edit menu allows to insert a pagebreak at the
ursor position within the results window. The results window has editing
apabilities as provided by the multiline S
rolledText Motif-widget.

Figure 8.2: Data listing presented in the results window.



8.1. THE RESULTS WINDOW 438.1.1 File Save CommandThe File Save menu items allows to save the 
ontents of the results windowto an ASCII (i.e. text) �le. The �le name is entered via a dialog entitledSave Results on File that is similar to the dialogs shown in Fig. 4.4. Ifthe �le already exists you will be asked whether you want to overwrite the�le. Alternatively, you 
an sele
t a di�erent �le name.8.1.2 File Append CommandThis menu item allows to append the 
ontents of the results window to anexisting �le in ASCII (i.e. text) format. The �le name is entered via a dialogentitled Append Results to File that is similar to the dialogs shown inFig. 4.4. If the �le does not exist, a new �le will be 
reated. Appending resultsto a preexisting �le is a useful feature that allows to generate an output �lethat holds the results of di�erent 
al
ulations on the 
urrent database. Forexample, you may want to generate one output �le that �rst 
ontains thedata listing, followed by the des
riptive statisti
s and an ANOVA or a t-test.On
e you are ready with your 
al
ulations you 
an load the output �le intoa text editor, make some �nal 
hanges and print it out.8.1.3 File Print CommandThe menu item File Print allows to print the results displayed in theresults window. In the dialog that appears (Fig. 8.3) you are asked to enterthe 
ommand that prints ordinary text on your printer. After pressing theOK-button, the results will be printed.

Figure 8.3: The Printing dialog



44 CHAPTER 8. STATISTICS COMMANDS8.1.4 File Close CommandThis menu item simply 
loses the results window. There is not mu
h moreto say about this.8.1.5 Edit Insert Pagebreak CommandThis menu item inserts a pagebreak at the 
urrent 
ursor position. The samee�e
t 
an be a
hieved by inserting a 
tr l 
hara
ter (that's pressing theStrg key and the l key simultaneously) at the lo
ation where the pagebreakshould appear. In the print-out of the results, a new page will be started atthe lo
ation where the pagebreak was inserted.There are more editing features in the results window that are providedby the multiline S
rolledText Motif-widget. Within the results window you
an edit the text by inserting, deleting, and 
opying text. For example, you
an highlight a text se
tion with the mouse and paste the highlighted textto a di�erent lo
ation by 
li
king the 2rd mouse button. You 
an even pastethe highlighted text to di�erent programs like text editors.8.2 Data ListingThis menu item gives a listing of all variables that are de�ned as sort ordependent variables. If sort variables are de�ned, then the list is groupedinto subgroups based on the sorting variables. Between ea
h subgroup ahorizontal line is inserted. An example is given in Fig. 8.2. The sort variableswere the gender and the agegroup.8.3 Des
riptive Statisti
sThis menu item 
al
ulates des
riptive statisti
s on the dependent variables.Don't forget to de�ne the dependent variables from that des
riptive statisti
sshould be 
al
ulated. If sort variables are de�ned, the des
riptive statisti
sare 
al
ulated on subgroups based on the sort variables. The following de-s
riptive statisti
s are 
al
ulated:� the number of observations (n).� the minimum (min)� the arithmeti
 mean (mean)�x = Pxin



8.4. REGRESSION 45� the maximum (max)� the varian
e (var)�2 = P (xi��x)2n�1 = Pxi2�(Pxi)2nn�1� the standard deviation (sdev)� = p�2 = rP (xi��x)2n�1 = sPxi2�(P xi)2nn�1� the standard error of the mean (sem)��x = q�2n = rP (xi��x)2n(n�1) = sPxi2�(P xi)2nn(n�1)An example of des
riptive statisti
s is given in Table 8.1. Des
riptivestatisti
s of the IQ-s
ores from women and men are 
al
ulated for all IQ-teststhat were performed on six su

essive weeks. It looks like femals start withlower IQ-s
ores than men. However, while women improve with su

essivetests, men do not show su
h a trend. Whether this interpretation of thedes
riptive statisti
s is 
orre
t, 
an only be judged by statisti
al tests. Howthese 
an be performed will be explained in the following 
hapters.8.4 Regression8.5 t-testsThe Student's t-test is useful to 
ompare the mean values of two samples.However, t-tests 
an only be used if the samples are normaly distributed.If the samples are not normally distributed, non-parametri
 tests (like theU-test des
ribed by Mann and Whitney or the Wil
oxon-test) should be ap-plied. Student's t-tests 
an be 
omputed from paired and unpaired samples.Unpaired samples are samples that are totally independent. An examplewould be to 
ompare the IQ-values rea
hed by women versus the IQ-valuesrea
hed by men. In 
ontrast, paired samples are somehow dependent fromea
h other. For example in our test dataset, ea
h subje
t performed on theIQ-test on six separate time points. Thus, the IQ-values rea
hed by the sameperson at di�erent time points are paired samples. However, sin
e there aremore than two samples (six IQ-tests) the paired t-test would not be the best
hoise. Student's t-tests 
an only 
ompare two groups. If there are morethan two groups an analysis of varian
e (ANOVA) should be 
al
ulated.



46 CHAPTER 8. STATISTICS COMMANDSTable 8.1: Des
riptive statisti
s 
al
ulated from IQ-s
ores of women and menon six su

essive weeks:gender = femalevariable n min mean max var sdev semweek 1 14 74.000 88.000 120.000 143.846 11.994 3.205week 2 14 76.000 89.286 124.000 144.220 12.009 3.210week 3 14 80.000 94.000 119.000 105.077 10.251 2.740week 4 14 86.000 97.429 129.000 131.341 11.460 3.063week 5 14 87.000 101.071 131.000 137.148 11.711 3.130week 6 14 92.000 105.500 135.000 133.962 11.574 3.093gender = malevariable n min mean max var sdev semweek 1 12 80.000 106.333 130.000 183.879 13.560 3.914week 2 12 85.000 103.417 123.000 106.447 10.317 2.978week 3 12 79.000 102.833 126.000 148.879 12.202 3.522week 4 12 75.000 103.167 132.000 239.424 15.473 4.467week 5 12 82.000 103.583 125.000 157.356 12.544 3.621week 6 12 85.000 105.583 127.000 154.629 12.435 3.5908.5.1 Paired t-testTo 
ompare two normally-distributed, paired data sets you may use thepaired t-test. A t-value is 
al
ulated based on the n paired observations.From that t-value the probability that both samples have the same mean is
al
ulated based on the t-distribution and the appropriate degrees of freedom(df = n� 1). t = jxi � yij�xi�yi = ����P (xi�yi)n ����sP (xi�yi)2�(P (xi�yi))2nn(n�1)To 
al
ulate paired t-tests �rst sele
t sort variables if you want to 
al
u-late paired t-tests on subgroups of the database. You don't need to sele
tdependent variables, sin
e the variable pairs are sele
ted in the paired t-test dialog (Fig. 8.4) that appears if you sele
t the Statisti
s t-testsPaired menu item. This dialog allows to sele
t pairs of variables that willbe 
ompared by the paired t-test. The number of variables in list 1 and list 2
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Figure 8.4: The paired t-test dialogmust be equal sin
e ea
h 
orresponding variable in list 1 and list 2 are tobe 
ompared using the paired t-test. After both lists are de�ned, hit theOK-button to start the analysis.The results window shows up and presents the results of the paired t-test.First the names of the two variables that are 
ompared are listed, followedby the number of observations (n) and the degrees of freedom (df). In thenext two 
olumns of the results table the t-value (t) and the asso
iated p-value (p) are given. In the last two 
olumns the 95 % 
on�den
e interval forthe di�eren
e of the means of the two groups is provided. If the 
on�den
eintervall 
ontains 0, the two groups are likely to have the same mean. If bothlimits of the intervall are negative, then variable 1 is smaller than variable 2.If both limits are positive, then variable 1 is larger than variable 2.



48 CHAPTER 8. STATISTICS COMMANDSAn example is given in Table 8.2. Paired t-tests were 
al
ulated to 
om-pare the IQ-s
ores rea
hed at the �rst test (week 1) with the IQ-s
oresrea
hed at the tests at the following weeks (weeks 2-6). The 
al
ulationswere performed for the subgroups of women and men by de�ning the sortvariable \gender". In general it is not a

eptable to perform multiple t-testsif more than two levels are available for a fa
tor (in the example we havesix levels of the fa
tor \intelligent quotient") be
ause the probability thatat least one of the multiple tests would result in a Type I error in
reaseswith the number of levels. In su
h a s
enario you should use an analysisof varian
e (ANOVA). Nevertheless, we 
al
ulated multiple paired t-tests inthis example to demonstrate the use of the paired t-test fun
tion in XmStat.Based on the results of this paired t-test, it looks like women rea
hed sig-ni�
ant better IQ-s
ores at the 3rd, 4th, 5th, and 6th week than at the �rstweek, while men got worse IQ-s
ores at the 3rd, 4th, and 5th week.Table 8.2: Paired t-tests on the IQ-s
ores of women and men rea
hed on the�rst testing and during the following �ve tests.:gender = femalevariable 1 variable 2 n df t p CI low CI highweek 1 week 2 14 13 1.633 0.126 -2.987 0.415week 1 week 3 14 13 8.832 0.000 -7.468 -4.532week 1 week 4 14 13 12.050 0.000 -11.119 -7.738week 1 week 5 14 13 23.372 0.000 -14.280 -11.863week 1 week 6 14 13 20.908 0.000 -19.308 -15.692gender = malevariable 1 variable 2 n df t p CI low CI highweek 1 week 2 12 11 1.735 0.111 -0.783 6.616week 1 week 3 12 11 2.910 0.014 0.853 6.147week 1 week 4 12 11 3.245 0.008 1.019 5.314week 1 week 5 12 11 3.037 0.011 0.757 4.743week 1 week 6 12 11 0.844 0.417 -1.206 2.706
8.5.2 Unpaired t-testUnpaired t-tests 
an be 
al
ulated to 
ompare the mean values of two in-dependent variables. An example would be to 
ompare the IQ-s
ores from
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hildren with those rea
hed by senes
ents. To 
al
ulate unpaired t-tests,you must �rst de�ne the dependent variables (Utils menu) on whi
h theunpaired t-tests should be 
al
ulated. The Statisti
s t-tests Unpairedmenu item will then popup a dialog box (Fig. 8.5) with two lists. The leftlist 
ontains the variables that 
an be used to de�ne the two groups thatshould be 
ompared. In our example we sele
t the variable \agegroup". Thisvariable has four di�erent levels, i.e. 
hild, mature, senes
ent, and teen thatare listed on the right side. If we would like to 
ompare the e�e
t of sex,we would sele
t the variable \gender" that has only two levels (female andmale). Sin
e the unpaired t-test 
an only 
ompare two levels of a fa
tor wemust sele
t the two levels of the variable that de�nes the two groups. Withthe variable \gender" this is not a problem sin
e there are only two levels.However, with the variable \agegroup" we 
an 
hoose from four agegroups.To 
ompare the IQ-s
ores from 
hildren and senes
ents we would sele
t therespe
tive two levels of the fa
tor age. If more than two levels are sele
tedin the right list when you 
li
k on the OK-button, an error message will tellyou that only two levels must be sele
ted. Please keep in mind, that it is nota

eptable to perform multiple 
omparisons on more than two levels by theunpaired t-test, sin
e the probability to make a type I error would in
rease.Similar to the paired t-test, a t-value will be 
al
ulated based on then1 and n2 observations in the two groups and a p-value will be asso
iatedwith the t-value based on the degrees of freedom (df) of the unpaired t-test.The equation for the t-value and for the degrees of freedom is dependent onwhether the two samples have the same varian
e or not. For equal varian
esthe equations are: df = n1 + n2 � 2t = �x1 � �x2r (n1�1)�21+(n2�1)�22n1+n2�2 h 1n1 + 1n2 iIf the varian
es of the two samples that should be 
ompared using theunpaired t-test are not the same, the degrees of freedom (df) and the t-valueare 
al
ulated using di�erent equations:df = ��21n1 + �22n2�2��21n1�2n1�1 + ��22n2�2n2�1t = �x1 � �x2r�21n1 + �22n2



50 CHAPTER 8. STATISTICS COMMANDS

Figure 8.5: The unpaired t-test dialogThe output of the unpaired t-test on the IQ-s
ores of 
hildren versussenes
ents on the six su

essive test is shown in Table 8.3. For ea
h 
om-parison two t-tests are 
al
ulated. This is ne
essary sin
e the t-value is
al
ulated by di�erent equations depending on whether the samples have thesame varian
e or not. For ea
h 
omparison a F-test is 
al
ulated to �nd outwhether the two samples have the same varian
e or not. The last 
olumnin the output table gives the result of this F-test. The letters \eq" (equalvarian
es) in the last 
olumn means that the t-test was 
al
ulated based onthe assumption that the two samples have the same varian
e, while the let-ters \ueq" (unequal varian
es) means that the t-test was based on di�erentvarian
es in the two samples. An asterisk (�) followed by the letters \eq" or\ueq" indi
ates whi
h t-test should be used based on the F-test of equal vari-an
es. Thus, \eq�" means that the varian
es were not found to be di�erent



8.5. T-TESTS 51(p>0.05), while \ueq�" means that the varian
es are likely to be di�erent(p�0.05).Table 8.3: Unpaired t-tests on the IQ-s
ores of 
hildren versus senes
ents onthe six su

essive IQ-tests:Independent groups Student's t-testGroup 1: agegroup = 
hildGroup 2: agegroup = senes
entn1 n2 df t p CI low CI high Fweek 1 6 6 10.000 -0.271 0.792 -26.163 20.496 eq*week 1 6 6 9.136 -0.271 0.793 -26.465 20.798 ueqweek 2 6 6 10.000 -0.451 0.662 -20.808 13.808 eq*week 2 6 6 8.556 -0.451 0.663 -21.212 14.212 ueqweek 3 6 6 10.000 -0.746 0.473 -22.590 11.257 eq*week 3 6 6 8.663 -0.746 0.475 -22.951 11.618 ueqweek 4 6 6 10.000 -0.726 0.485 -25.100 12.767 eq*week 4 6 6 9.226 -0.726 0.486 -25.318 12.984 ueqweek 5 6 6 10.000 -0.809 0.437 -21.895 10.228 eq*week 5 6 6 9.807 -0.809 0.438 -21.937 10.271 ueqweek 6 6 6 10.000 -0.263 0.798 -17.389 13.722 eq*week 6 6 6 9.964 -0.263 0.798 -17.396 13.730 ueqThe �rst 
olumn in the output table gives the variable for whi
h theindependent t-test was 
al
ulated. The next two 
olumns are the number ofobservations in the two groups, followed by the degrees of freedom. The nexttwo 
olumns give the t-value and the respe
tive p-value. Then, the 
on�den
eintervall for the di�eren
e of the mean values of the two samples are given.The last 
olumn, �nally, gives the result of the F-test for equal varian
es.It looks like the varian
es in the IQ-s
ores from 
hildren and senes
ent aresimilar, sin
e in all 
omparisons the F-test of equal varian
es revealed ap-value larger than 0.05, as indi
ated by \eq�". Thus, the independent t-tests 
al
ulated based on equal varian
es (marked by \eq�") should be usedto 
ompare the two groups. In addition, the mean values of the IQ-s
oresrea
hed by 
hildren and senes
ents are not statisti
ally signi�
ant di�erent,sin
e the p-values of the independent t-tests are all larger than 0.05.



52 CHAPTER 8. STATISTICS COMMANDS8.6 ANOVA-one-wayIf the mean values of more than two normally distributed groups of samplesneed to be 
ompared, the analysis of varian
e is the appropriate statisti
altest. A F-value is 
al
ulated and based on the F-distribution a p-value isestimated that gives the probability that all mean values are identi
al. Inother words, if the p-value is smaller than a pre-de�ned 
riti
al value (p.e.p<0.05) then at least two of the groups have di�erent mean values. In theone-way ANOVA there is only one fa
tor. This one fa
tor however, usuallyhas more than two levels. If the levels are independent from ea
h other, thanan independent measures ANOVA (
ompletely randomized design) shouldbe 
al
ulated. An example would be to 
ompare the IQ-s
ores rea
h on the�rst test day by 
hildren, teens, matures, and senes
ents. The independentfa
tor would be the age and the four levels would be the four agegroups. Thedependent variable would be the IQ-s
ores on the �rst week. On the otherhand, fa
tors in a one-way ANOVA 
an also be dependent from ea
h other.An example would be the IQ-s
ores rea
hed on the six su

essive testings.Sin
e it is possible, that a learning e�e
t takes pla
e when the tests arerepeated, the IQ-s
ores rea
hed on su

essive testings 
an not be 
onsideredto be independent. In su
h a 
ase, a repeated measures ANOVA (randomizedblo
k design) should be performed.The analysis of varian
e only provides information as to whether at leasttwo mean values di�er. There is, however, no information on whi
h meanvalues di�er from ea
h other. Sin
e it is often desirable to know whi
h groupsdi�er, post-ho
 tests 
an be performed. In su
h post-ho
 tests, all possible
ombinations of mean values (n�(n-1)/2) will be 
ompared. Thus informationon whi
h mean values di�er from ea
h other is provided. There are a numberof post-ho
 tests des
ribed in the literature. Examples are the S
he��e test,the Tukey test, the Newman-Keuls test, or the Fisher test. These post-ho
tests di�er in their \strength" or \power". In other words, it is possible thatone post-ho
 test �nds di�eren
es between two groups while another post-ho
 test does not. Therefore it is important to know some 
hara
teristi
s ofthe di�erent post-ho
 tests, that are dis
ussed in a later se
tion.8.6.1 Repeated MeasuresTo 
al
ulate a repeated measures ANOVA use the Statisti
s ANOVA-one-way Repeated Mesures menu item. A dialog with two lists popsup (see Fig. 8.6). In the left list, all variables that are not sort variables arelisted. By 
li
king on the variable names, the variables are moved to the rightlist whi
h represents the repeated measurements that should be 
ompared



8.6. ANOVA-ONE-WAY 53by the ANOVA. For example, you may want to sele
t the six variables thathold the IQ-s
ores rea
hed on the six weeks. After hitting the OK-button,the results of the repeated measurements ANOVA will be presented in theresults window. If sort variables have been de�ned (p.e. the gender or/andthe agegroup), the ANOVA will be 
al
ulated for all respe
tive subgroups.

Figure 8.6: The ANOVA-one-way, Repeated Measures dialogOn top of the results window, the ANOVA table (see Table 8.4) is dis-played, followed by the post-ho
 tests. In the ANOVA table, the total vari-an
e of all samples of all groups is separated into the varian
e that 
an beattributed to the intra-individual varian
e (within the six IQ-s
ores of ea
hsubje
t), inter-individual varian
e (between the subje
ts), and in the varian
ethat is 
aused by the sampling variability (error). A F-value is 
al
ulated forthe intra-individual varian
e (within) and for the inter-individual varian
e(between). Based on the F-distribution and the respe
tive degees of free-dom, these F-values are asso
iated with a p-value that is given in the last
olumn of the ANOVA table. If the p-value of the intra-individual (within)varian
e is small (p.e. p<0.05), than at least two of the levels of the repeatedmeasurements fa
tor di�er. In our example this would mean that repeatedIQ-tests reveal di�erent results. If the p-value of the inter-individual (be-tween) varian
e is small (p.e. p<0.05), this means that the subje
ts are not



54 CHAPTER 8. STATISTICS COMMANDSvery homogenious. In our example it would mean that some subje
ts re
eivedsigni�
ant di�erent (higher or lower) IQ-s
ores than some other subje
ts.Sour
e df sum of squares mean squares F pwithin 5 3234.0952 646.8190 127.0561 0.0000between 13 10011.8105 770.1393 151.2802 0.0000error 65 330.9028 5.0908total 83 13576.8086Table 8.4: 1-way-ANOVA table for repeated measuresCal
ulation of the various values in the repeated measures ANOVA tableis performed a

ording to the following s
heme:Sour
e df sum of squares mean squares F pwithin p-1 SSG MSG MSG/MSE Fp�1; n�p�b+1between b-1 SSS MSS MSS/MSE Fb�1; n�p�b+1error n-p-b+1 SSE MSEtotal n-1 SS (Total)p: number of groups (repeated measurements)b: number of subje
ts (observations)n: total number of data values (p * b)�xGi : mean of all subje
ts for the ith measurement�xSi : mean of all repeated measurements for the ith subje
t�x: mean of all data values in the databaseSSG (group) = pXi=1 b(�xGi � �x)2SSS (subje
t) = bXi=1 p(�xSi � �x)2SS (total) = nXi=1 (xi � �x)2SSE (error) = SS � SSG� SSSMSG = SSGp� 1MSS = SSSb� 1MSE = SSEn� b� p+ 1



8.6. ANOVA-ONE-WAY 558.6.2 Independent MeasuresTo 
al
ulate an independent measures ANOVA, you �rst have to sele
t sortvariables if 
al
ulations on subgroups need to be performed. In addition, youmust de�ne dependent variables on whi
h the independent measures ANOVAshould be 
al
ulated. On
e the sort and dependent variables have been de-�ned, you 
an a

ess the one-way-ANOVA, independent measures di-alog (see Fig. 8.7) via the Statisti
s ANOVA-one-way IndependentMeasures menu item. The dialog 
onsists of two lists. The left list showsall variables that are not sort or dependent variables. From those variablesyou 
an sele
t the variable that de�nes the levels of the fa
tor for the in-dependent measures ANOVA. If you have sele
ted the variable that de�nesthe levels of the fa
tor, the right list will 
ontain all levels that are in
ludedin this variable. From these levels (in the right list) you 
an sele
t thoselevels, that you want to in
lude in the independent measures ANOVA. Forexample you may want to sele
t the variable \agegroup" to de�ne the levelsof the fa
tor for the independent measures ANOVA. This fa
tor 
onsists offour levels (i.e. mature, teen, 
hild, and senes
ent). By default, all levels aresele
ted. If you don't want to ex
lude any levels you 
an start 
al
ulation ofthe ANOVA by 
li
king on the OK-button. The results will be displayed inthe results window.For ea
h subgroup as many independent measures ANOVAs are 
al
u-lated as you have sele
ted dependent variables. In the ANOVA table (seeTable 8.5) the total varian
e in all levels of the fa
tor is separated into theinter-individual varian
e (between) and the varian
e 
aused by the samplingvariability (error). For the inter-individual varian
e a F-value and a 
orre-sponding p-value is 
al
ulated. A small p-value (p.e. p<0.05) means that atleast two levels di�er from ea
h other. In our example it would mean that theIQ-s
ores rea
hed by subje
ts belonging to di�erent agegroups di�er. Or inother words, IQ-s
ores would be dependent on the age of the subje
ts. How-ever, sin
e in our example p=0.8412 (see Table 8.5) there are no e�e
ts of ageon the IQ-s
ores. This makes sense, sin
e IQ-s
ores are already age-adjusted.week 1 df sum of squares mean squares F pbetween 3 143.1667 47.7222 0.2764 0.8412error 10 1726.8333 172.6833total 13 1870.0000Table 8.5: 1-way-ANOVA table for independent measuresCal
ulation of the various values in the independent measures ANOVA
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Figure 8.7: The ANOVA-one-way, Independent Measures dialogtable is performed a

ording to the following s
heme:Sour
e df sum of squares mean squares F pbetween p-1 SSG MSG MSG/MSE Fp�1; n�perror n-p SSE MSEtotal n-1 SS (Total)p: number of groups (independent measurements)ni: number of observations (subje
ts) in the ith groupn: total number of data values (Ppi=1 ni)�xi: mean of all subje
ts in the ith groupxij: jth data value in the ith group�x: mean of all data values in the databaseSSG (group) = pXi=1 ni( �xi � �x)2SSE (error) = pXi=1 niXj=1 (xij � �xi)2SS (total) = SSG + SSE



8.6. ANOVA-ONE-WAY 57MSG = SSGp� 1MSE = SSEn� p8.6.3 Post-ho
 testsAn ANOVA is usually 
omputed if the mean values of more than two nor-mally distributed groups need to be 
ompared. However, the ANOVA onlyanswers the question as to whether at least two groups di�er from ea
h other.To investigate whi
h of the groups di�er from ea
h other, post-ho
 tests 
anbe 
al
ulated. Currently, the S
he��e, Tukey, Newman-Keuls, and Fisherpost-ho
 tests are supported in XmStat.S
he��e testThe S
he��e test is valid only, if the ANOVA table reveals a signi�
ant p-value.A F̂S is 
al
ulated and based on �1 and �2 degrees of freedom a p-value isobtained from the F-distribution. F̂S, �1, and �2 are 
al
ulated a

ording to:�1: p-1�2: n-pp: number of groupsni: number of data values in the ith groupn: total number of data values in the database (Ppi=1 ni)�xi: mean value of the ith groupMSE: MSE from ANOVA tableF̂S = ( �xa � �xb)2MSE � 1na + 1nb� (k � 1)Fisher testThe Fisher test is also 
alled the \least signi�
ant di�eren
e method (LSD)"and is based on the t-test. Like the S
he��e test, this test is only valid ifthe p-value in the ANOVA table is signi�
ant. If the ANOVA is signi�
ant,then ea
h mean is 
ompared with ea
h other mean using a t-test. Sin
e ho-mogeneity of varian
e is typi
ally assumed for Fisher's LSD pro
edure, theestimate of varian
e is based on all the data, not just on the data for the twogroups being 
ompared. In order to make the relationship between Fisher'sLSD and other methods of 
omputing pairwise 
omparisons 
lear, the for-mula for the studentized t (ts) rather than the usual formula for t is used:



58 CHAPTER 8. STATISTICS COMMANDSp: number of groupsni: number of data values in the ith groupn: total number of data values in the database (Ppi=1 ni)�xi: mean value of the ith groupMSE: MSE from ANOVA tablenh: harmoni
 mean of the sample sizes of the two groups 21na+ 1nbts = �xa � �xbqMSEnhBased on ts, a number of degrees of freedom a

ording to MSE (df = n �p), and two mean values, a p-value is obtained from the studentized rangedistribution. The Fisher test may be appropriate if less than six groups are
ompared.Newman-Keuls testFor the Newman-Keuls test, the studentized ts-value is 
al
ulated in thesame way as for the Fisher test. However, the p-value is obtained from thestudentized range distribution based on the same degrees of freedom as in theFisher pro
edure, but on a number of mean values that equals the di�eren
eof the ranks of the mean values of the two groups that are 
ompared plus one.To this end, the groups in the ANOVA are rank-ordered by the mean valuesof the groups from smallest to largest. Then, the smallest mean is 
omparedto the largest mean using the studentized ts. If the test is not signi�
ant,then no pairwise tests are signi�
ant and no more testing is done. If thedi�eren
e between the largest mean and the smallest mean is signi�
ant,then the di�eren
e between the smallest mean and the se
ond largest meanas well as the di�eren
e between the largest mean and the se
ond smallestmean are tested. This pro
edure is repeated until all groups are 
ompared.The di�eren
e to the Fisher test, however, is that the p-value is obtainedfrom the studentized range distribution based on a number of mean valuesthat 
orrespondes to the number of rankes spaned by the two groups thatare 
ompared. The basi
 idea is that when a 
omparison that spans k meansis signi�
ant, 
omparisons that span k-1 means within the original span ofk means are performed. In 
ontrast to the S
he��e and Fisher tests, theNewman-Keuls test is also valid, if the p-value 
al
ulated in the ANOVAtable is not signi�
ant. The Newman-Keuls test should be used if more thanseven groups are 
ompared.



8.7. ANOVA-TWO-WAY 59Tukey testThe Tukey test is performed in a similar way as the Fisher test. However,the p-value is obtained from ts based on the same degrees of freedam asin the Fisher test, but based on a number of mean values that is equal tothe number of groups in the ANOVA. Thus, the Tukey test is mu
h morestri
t than the Fisher test, i.e. may be not signi�
ant, whereas the Fishertest is signi�
ant. The Tukey test is also valid if the p-value obtained in theANOVA table is not signi�
ant.8.7 ANOVA-two-wayIn the 
ase of the two-way ANOVA there are two fa
tors with several levelsea
h that impa
ts the dependent variable. Now the levels of these fa
tors
an be independent or dependent. The e�e
t of independent fa
tors is usu-ally tested in di�erent subje
ts, whereas the e�e
t of dependent fa
tors isoften tested in the same individual subje
ts. Thus, in XmStat, independentfa
tors are arranged as 
olumns (variables) 
ontaining the information onthe level of the independent fa
tor for ea
h observation. Thus, there is onevariable for ea
h independent fa
tor. In 
ontrast, dependent variables haveone 
olumn for ea
h level of the dependent variable, 
ontaining the valuesof the dependent variable for that level of the dependent variable. Thus, fordependent fa
tors there are as many variables (
olumns) as there are levelsin the fa
tor.8.7.1 Repeated-Repeated DesignThis is not implemented yet.8.7.2 Independent-Repeated DesignAn example of of this design is the question, if the 
hanges in the IQ-s
ores ofrepeated IQ-tests depend on the age. The age is the independent fa
tor, sin
eea
h subje
ts belongs only to one spe
i�
 agegroup. In addition, the resultsof the repeated IQ-tests is the se
ond, repeated (or dependent) fa
tor, sin
eea
h subje
t performed repeated tests. Thus, the results of later IQ-tests isrelated to the results of the former IQ-tests.To a
tually 
al
ulate this test, we need to open the dialog box that 
an berea
hed by the Statisti
s ANOVA-two-way Independent-RepeatedMesures menu item (Fig. 8.8). In our example, we would sele
t the age-group as the independent fa
tor. This automati
ally sele
ts all levels of this
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Figure 8.8: The ANOVA-two-way, Independent-Repeated Mea-sures dialogfa
tor (mature, 
hild, teen, and senes
ent). Now we need to sele
t the re-peated variables, e.g. week 1, week 2, week 3, week 4, week 5, and week 6.Then we 
an start the 
al
ulation by 
li
king on the OK button. Thisopens the results window shown in table 8.6.This table provides P values for the between fa
tor (agegroup), the withinfa
tor (time point of IQ-test) and the intera
tion of the within and betweenfa
tors. The intera
tion is signi�
ant, if it depends on the agegroup, if theresults of the IQ-test depends on the time when the test was performed. Inour example, the fa
tor agegroup is not signi�
ant (P>0.05). Thus, thereis no di�eren
e in the IQ in di�erent agegroups. This is the anti
ipatedresult, sin
e the IQ-tests are usually standardized for age. However, thewithin fa
tor is signi�
ant (P<0.05), indi
ating, that the results of the IQ-tests 
hanges when the tests are repeated on su

essive weeks. Spe
i�
ally,the result of the IQ-test be
omes better, the more often the test is repeated.This may re
e
t a \learning e�e
t". Finally, the intera
tion is not signi�
ant(P>0.05) indi
ating, that the age does not modify the behaviour of the testresults over time. Spe
i�
ally, in all agegroups, the test results be
ome betterwhen the tests are repeated.



8.7. ANOVA-TWO-WAY 61ANOVA (two-way) for independent and repeated measuresSour
e df Sum of Square Mean Square F PBetween 25 22880.00464agegroup 3 872.30347 290.76782 0.291 0.831655error 22 22007.70117 1000.35004Within 130 4370.83516repeated 5 1791.56934 358.31387 16.243 0.000000intera
tion 15 152.67256 10.17817 0.461 0.954770error 110 2426.59326 22.05994Table 8.6: 2-way-ANOVA table for independent and repeated measuresCal
ulation of the values in the 2-way-ANOVA table for independent andrepeated measures is rather 
ompli
ate. Espe
ially helpful in implementingthis fun
tion was the book by Brandt [1℄ and the Internet page by David M.Lane [4℄. The details are provided in the following s
hemati
:Sour
e df Sum of Square Mean Square F PBetween n-1 SSB + SSBEagegroup i-1 SSB MSB MSB/MSBE Fi�1; n�ierror n-i SSBE MSBEWithin n*(j-1) SSW+SSBW+SSBWErepeated (j-1) SSW MSW MSW/MSBWE Fj�1; (n�i)(j�1)intera
tion (i-1)*(j-1) SSBW MSBW MSBW/MSBWE F(i�1)(j�1); (n�i)(j�1)error (n-i)*(j-1) SSBWE MSBWEn: number of subje
tsi: number of levels of the independent fa
torj: number of levels of the repeated fa
tor�x: mean of all valuesni: number of values in an independent subgroup�xi: mean of all values in an independent subgroupnsi: number of subje
ts in an independent subgroup�xsi: mean of all repeated values of only one subje
t�xir: mean of all values of a repeated variable for only one independent subgroupnj: number of values in a repeated variable�xj: mean of all values in a repeated variableSSB (between) = iXk=1 nik( �xik � �x)2SSBE (between error) = iXk=1 nsikXl=1 j( �xsil;k � �xik)2SSW (within) = jXm=1njm( �xjm � �x)2
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tion) = iXk=1 jXm=1nsik( �xirm;k + �x� �xik � �xjm)2SSBWE (intera
tion error) = iXk=1 nsikXl=1 jXm=1 (xm;l;k � �x)2�SSB�SSBE�SSW�SSBWMSB = SSBi� 1MSBE = SSBEn� iMSW = SSWj � 1MSBW = SSBW(i� 1) � (j � 1)MSBWE = SSBWE(n� i) � (j � 1)8.7.3 Independent-Independent DesignA two-way ANOVA with two independent fa
tors would be appropriate, ifthe question is how the IQ-s
ores depend on the gender, the age, and theintera
tion of both parameters. Both fa
tors (gender and age) are indepen-dent, sin
e ea
h subje
t belongs only two one gender and one agegroup. Inaddition, this design allows to investigate the intera
tion of both fa
tors, i.e.the question, as to whether it depends on the gender, if there are e�e
ts ofage on the IQ-s
ores. Alternatively, the question may be, if it depends onthe age, if there is a dependen
y of the IQ-s
ores on gender.Fig. 8.9 shows the dialog box for the two-way ANOVA with two indepen-dent measures. Before opening this dialog box (Statisti
s, ANOVA-two-way, Independent-Independent Measures), dependent variables mustbe sele
ted, on whi
h the ANOVA will be 
al
ulated. Then, the two inde-pendent fa
tors and the levels of the two fa
tors must be sele
ted. Finally,a method must be sele
ted for the 
al
ulation of the sums of squares in the
ase of an unbalan
ed design. An unbalan
ed design is a design, in whi
hthe number of subje
ts in ea
h subgroup (e.g. gender-age 
ombination) isnot the same. The dataset iq.stat, provided in the example dire
tory revealsan unbalan
ed design, sin
e there are 4 mature females, but only 2 senes
entmale subje
ts. Finally, we 
an start the 
al
ulation by 
li
king on the OKbutton. This opens the results window shown in Table 8.7.The ANOVA-table provides three P-values, one for ea
h independent vari-able and one for the intera
tion of both variables. In this example, there is a



8.7. ANOVA-TWO-WAY 63

Figure 8.9: The ANOVA-two-way, Independent-Independent Mea-sures dialog
lear e�e
t of the gender (males have higher IQ-s
ores), while the agegroupdoes not matter (IQ-s
ores are adjusted for age). The intera
tion is also notsigni�
ant (P>0.05). If it were signi�
ant, it would mean that it depends onthe gender, if there is a 
hange in the IQ-s
ores with age.Cal
ulation of the values in the 2-way-ANOVA table for independentmeasures is straight forward, if there is a balan
ed design (same number ofobservations in ea
h subgroup). In the 
ase of an unbalan
ed design, 
al
ula-tion of the sums of squares be
omes diÆ
ult. In this software, the algorithmdes
ribed by Donal B. Ma
naughton [5, 6℄ was used. This algorithm providesthree di�erent types of sums of squares:� Type I: sequential sums of squares. The sums of squares depend onthe order in whi
h the two fa
tors are de�ned. This is typi
ally notdesired.� Type II: Higher-level Terms are Omitted (HTO). With this method,



64 CHAPTER 8. STATISTICS COMMANDSANOVA (two-way) for independent measures(Type III (HTI) for unbalan
ed designes)week 1 df sum of squares mean squares F Pgender 1 2245.68774 2245.68774 14.921513 0.001140agegroup 3 336.91891 112.30630 0.746221 0.538530Intera
tion 3 991.09424 330.36475 2.195115 0.123870Error 18 2709.00000 150.50000Total 25 6064.46094Table 8.7: 2-way-ANOVA table for independent measuresthe sums of squares do not add up to the same value as SST.� Type III: Higher-level Terms are In
luded (HTI). With this method,the sums of squares do not add up to the same value as SST. This istypi
ally the best 
hoi
e.Type III, marginal sums of squares are 
orre
ted for as many other fa
torsin the model as possible. They also provide estimates whi
h are not a fun
-tion of the frequen
y of observations in any group, i.e. for unbalan
ed datastru
tures, where we have unequal number of observations in ea
h group, thegroup(s) with more observations do not per se have more importan
e thangroup(s) with fewer observations. For purely nested designs, some polyno-mial regressions, and some models involving balan
ed data �tted in the rightorder, we 
an sometimes need Type I, sequential sums of squares.Sour
e df Sum of Square Mean Square F Pind. var. 1 i-1 SSV1 SSV1/(i-1) (SSV1/(i-1))/MSE Fi�1; dfeind. var. 2 j-1 SSV2 SSV2/(j-1) (SSV2/(j-1))/MSE Fj�1; dfeintera
tion (i-1)*(j-1) SSI SSI/((i-1)*(j-1)) (SSI/((i-1)*(j-1)))/MSE F(i�1)(j�1); dfeerror dfe SSE MSEtotal n-1 SSTi number of levels for fa
tor 1j number of levels for fa
tor 2n total number of observations in ANOVAdfe n-1-(i-1)-(j-1)-(i-1)*(j-1)SSV1 sum of squares for fa
tor 1SSV2 sum of squares for fa
tor 2SSI sum of squares for intera
tionSSE sum of squares for error termSST total sum of squaresMSE SSE/dfe



8.8. NON-PARAMETRIC TESTS 658.8 Non-Parametri
 TestsThese tests di�er from the t-test or the ANOVA in that they do not requirethat the data were sampled from a normal distribution. As with the t-testand the ANOVA there are tests available for 
omparing only two groups ortwo repeated measures versus more than two groups or repeated measures.Furthermore, appropriate tests for paired and unpaired samples must besele
ted.8.8.1 Wil
oxon TestThis test 
an be used if in ea
h subje
t, two repeated measurements weredone. The test will then determine if the �rst measurement di�er from these
ond. In addition, the test does not require normal-distribution of theparameters measured or the populations from whi
h the data are sampled.8.8.2 Mann-Whitney U-TestThis test allows to 
ompared data sampled from two independent groups.Again, no normal-distribution of the parameters measured or the populationfrom whi
h the data are sampled is required.An example (based on the example data set iq.stat) would be if we areinterested in the question if there are gender di�eren
es in the intelligentquotients (IQ) in 
hildren, teens, mature, and senes
ent test persons at the�rst time, the IQ-test is presented to the 
andidates. We would sele
t thevariable agegroup as a sort variable and the variable week1 as the dependentvariable. Then we would sele
t the Mann-Whitney U-test from the Non-Parametri
 submenu of the Statisti
s menu. Now we sele
t the variablegender as the variable that de�nes the two groups. Of 
ourse, this variablehas only two levels (male and felmale) that are already sele
ted as the levelsthat should be analysed. The results window that appears after hitting OKreveals that a signi�
ant gender di�eren
e exists in mature and senes
ent
andidates.The Mann-Whitney U-test is based on a rank-sum test. Basi
ally, thedata from both groups are 
ombined and sorted in as
ending order. Thesmallest value will be assigned a rank of 1, the se
ond smallest a rank of 2et
. Equal observations are assigned the mean of the ranks o

upied by thoseobservations. Then the ranks of the samples of the group with the smallernumber of observations will be added. If both groups have the same samplesize, it does not matter whi
h group is used to 
al
ulate the sum of ranks.This sum is referred to as the rank-sum (R). Now the mean and the varian
e



66 CHAPTER 8. STATISTICS COMMANDSof the (normal) distribution of the R-values is 
al
ulated a

ording to (n1and n2 are the number of observations in the smaller (n1) and larger (n2)groups): �R = n1(n1 + n2 + 1)2�2R = n1n2(n1 + n2 + 1)12The R-value is then transformed to a standard normal distribution (withmean 0 and varian
e 1) by: z = R� �R�RFinally, the P-value that 
orresponds to the z-value is looked up in thenormal distribution fun
tion.
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